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In a discrete-trials procedure with pigeons, a response on a green key led to a 4-s delay (during which
green houselights were lit) and then a reinforcer might or might not be delivered. A response on a
red key led to a delay of adjustable duration (during which red houselights were lit) and then a certain
reinforcer. The delay was adjusted so as to estimate an indifference point-a duration for which the
two alternatives were equally preferred. Once the green key was chosen, a subject had to continue to
respond on the green key until a reinforcer was delivered. Each response on the green key, plus the
4-s delay that followed every response, was called one "link" of the green-key schedule. Subjects
showed much greater preference for the green key when the number of links before reinforcement
was variable (averaging four) than when it was fixed (always exactly four). These findings are consistent
with the view that probabilistic reinforcers are analogous to reinforcers delivered after variable delays.
When successive links were separated by 4-s or 8-s "interlink intervals" with white houselights,
preference for the probabilistic alternative decreased somewhat for 2 subjects but was unaffected for
the other 2 subjects. When the interlink intervals had the same green houselights that were present
during the 4-s delays, preference for the green key decreased substantially for all subjects. These
results provided mixed support for the view that preference for a probabilistic reinforcer is inversely
related to the duration of conditioned reinforcers that precede the delivery of food.
Key words: probability of reinforcement, delay of reinforcement, choice, conditioned reinforcement,
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Rachlin, Logue, Gibbon, and Frankel (1986)
proposed that probabilistic reinforcers (rein-
forcers delivered with a probability of less than
1.0) are functionally equivalent to delayed re-
inforcers. That is, when a reinforcer is deliv-
ered with a probability of less than 1.0, the
effect on a subject's behavior is the same as if
the reinforcer were delayed. To understand the
reasoning of Rachlin and his colleagues, con-
sider a discrete-trial situation in which a sub-
ject must choose between a certain reinforcer
(i.e., one delivered with a probability of 1.0)
and a probabilistic reinforcer (e.g., one deliv-
ered with a probability of .25). The proba-
bilistic alternative will sometimes deliver a re-
inforcer the first time it is chosen, but more
often it will deliver a reinforcer only after it
has been chosen several times. With a prob-
ability of .25, a reinforcer will be delivered,
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on average, once for every four choices of the
probabilistic alternative. Rachlin et al. sug-
gested that because of the time needed to com-
plete these additional trials, and because of any
intertrial interval (ITI) that may occur be-
tween trials, the probabilistic reinforcer is
functionally equivalent to a delayed reinforcer.
More specifically, Rachlin et al. (1986) sug-

gested that the following equation describes
the relation between probabilistic and delayed
reinforcers:

D c+t_D = ~-
p

(1)

where D is the expected delay to a reinforcer
delivered with a probability of p, t is the du-
ration of the ITI, and c is time from the start
of a trial until either a reinforcer is delivered
or, on trials without reinforcement, until the
trial ends and the ITI begins. Therefore c in-
cludes the time it takes a subject to make the
choice response, plus any delay that may be
imposed between the response and reinforce-
ment. For example, suppose c is 2 s, t is 10 s,
and p is .25. On average, it will take four trials
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to obtain a reinforcer, so Equation 1 states that
D, the expected time to reinforcement, is 38 s
(four trials of 2 s each, separated by three ITIs
of 10 s each). The theory of Rachlin et al.
therefore makes a specific prediction for this
example: This probabilistic reinforcer will be
equally preferred to a reinforcer delivered with
certainty after a delay of 38 s.

Rachlin et al. (1986) obtained some support
for their theory of probabilistic reinforcement
in an experiment with human subjects in a
hypothetical gambling situation. Rachlin, Rai-
neri, and Cross (1991) found further evidence
for the correspondence between probabilistic
and delayed reinforcers in another study with
human subjects. However, in a series of ex-
periments with pigeons, Mazur (1989) found
less support for the predictions of Equation 1.
In these experiments, pigeons repeatedly chose
between a probabilistic reinforcer (one that
might or might not be delivered after a 5-s
delay) and a certain reinforcer that was always
delivered after an adjusting delay. This delay
was adjusted over trials to find an indifference
point-a delay at which the two alternatives
were chosen equally often. To put it simply,
the indifference point was a direct measure of
D, a delay for the certain reinforcer that made
it equivalent (as judged by the pigeons' choice
behavior) to the probabilistic reinforcer.
The estimates of D obtained in these ex-

periments posed problems for Equation 1 in
two respects. First, for a choice between a cer-
tain reinforcer and a probabilistic reinforcer,
Equation 1 predicts that preference for the
probabilistic reinforcer should decrease as the
ITI increases. However, Mazur (1989) found
no systematic effects on choice as the ITI was
varied. Second, the obtained estimates of D
were consistently shorter than predicted by
Equation 1, even when t, the duration of the
ITI, was removed from this equation (thus
yielding D = c/p). Mazur proposed that the
basic idea of an equivalence between proba-
bilistic reinforcers and delayed reinforcers
might be correct, but that probabilistic rein-
forcers might be analogous to reinforcers de-
livered after variable rather than fixed delays.
After all, the time between a choice of the
probabilistic alternative and the delivery of a
reinforcer is indeed variable and unpredicta-
ble: A reinforcer might be delivered on the first
trial or only after many trials. Because animals
show a strong preference for reinforcers deliv-

ered after variable rather than fixed delays
(Cicerone, 1976; Mazur, 1984; Rider, 1983),
this could explain why the estimates ofD were
much shorter than predicted by Equation 1
(indicating a stronger preference for the prob-
abilistic reinforcers than predicted by the
equation).

If probabilistic reinforcers are equivalent to
reinforcers delivered after variable delays, how
can we predict D, the duration of an equivalent
fixed delay? Based on its success in describing
the results of previous studies on variable de-
lays (e.g., Mazur, 1984; Mazur, Snyderman,
& Coe, 1985), Mazur (1989) suggested using
the following equation:

V = (Pi+D) (2)

V is the value of a reinforcer delivered after a
variable delay, where there are n different pos-
sible delays to reinforcement. Value refers to
the reinforcer's ability to sustain choice re-
sponses. Pi is the probability that a delay of
Di seconds will occur on any given trial. (Note
the distinction between Pi, the probability that
a certain delay will occur, and p in Equation
1, the probability of reinforcement on a given
trial.) K is a free parameter that determines
how rapidly V declines with increasing values
of Di. Mazur (1984) obtained fairly good pre-
dictions if K was set equal to 1.
Mazur (1989) used Equation 2 to predict

indifference points for his experiments on
probabilistic reinforcement in the following
way. In his procedure, each choice of the prob-
abilistic alternative was made by one peck on
a red key; the key was usually lit for about 1
s before a subject pecked it. This was followed
by a 5-s delay in which a red houselight was
lit, and then the reinforcer might or might not
be delivered. Therefore, for each trial on which
the red key was pecked, the subject spent about
6 s in the presence of red stimuli associated
with the probabilistic alternative. Mazur de-
fined DA as the total time spent in the presence
of these red stimuli prior to each reinforcer
delivery. Thus, Di equaled 6 s for all cases in
which the reinforcer was delivered after one
trial of the probabilistic alternative, 12 s for
cases in which it was delivered after two trials,
and so on. These values of D- were used in
Equation 2, weighted by the appropriate val-
ues of Pi, to obtain a value of V for the prob-
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abilistic alternative. To predict the delay for
an equally preferred certain reinforcer, this
value of V was then used in Equation 2 with
n = 1 and Pi = 1 (because the certain reinforcer
was delivered each time it was chosen), and
the equation was then solved to yield D.
The predictions that Mazur (1989) ob-

tained from Equation 2 were much better than
those from Equation 1, thus lending credence
to the idea that probabilistic reinforcers are
analogous to reinforcers delivered after vari-
able delays. Mazur (1991) found additional
support for Equation 2 in a study in which
delay and probability of reinforcement were
systematically varied. However, none of these
studies specifically tested the assumption that
what made Equation 2 more accurate than
Equation 1 was the variability inherent in the
probabilistic reinforcers. One purpose of the
present experiment was to test this assumption
more directly, by observing what happens to
pigeons' choices when the variability of the
probabilistic alternative is removed, thereby
making it more similar to a reinforcer delivered
after a fixed delay (as explained in more detail
below). Subjects' choices were measured with
the same type of adjusting-delay procedure used
by Mazur (1989, 1991).
A second purpose of this experiment was to

examine how the time between trials, and the
stimuli present during these times, affected
choice. As already mentioned, Mazur (1989)
found that the duration of the ITI did not affect
choice between a probabilistic reinforcer and
a certain reinforcer. He speculated that this
might be because the stimuli present during
the ITI (white houselights) were not specifi-
cally associated with either alternative, and
therefore did not contribute to DA for either
alternative. Mazur (1991) proposed that the
stimuli associated with the probabilistic alter-
native (red keylight and houselight) were con-
ditioned reinforcers because they were occa-
sionally paired with food, and that preference
for these reinforcers should decrease as their
durations increase with no increase in primary
reinforcement (cf. Dunn & Spetch, 1990;
Spetch, Belke, Barnet, Dunn, & Pierce, 1990).
He tested this idea by keeping the houselight
red for 60 s (i.e., for the entire ITI), instead
of only 5 s, on probabilistic trials that ended
without reinforcement. If this increase in the
duration of the red houselight served to in-
crease Di in Equation 2, this should produce

a reduced preference for the probabilistic al-
ternative. Preference decreased for 2 subjects,
but showed no systematic change for the
other 2.
To try to clarify these ambiguous results,

the present experiment varied both the time
between trials and the stimuli present during
this time. However, the "trials" of this exper-
iment were arranged in a different way than
in the studies already mentioned. In the pre-
vious studies (both those with pigeons and those
with human subjects), the time between a first
choice of the probabilistic alternative and when
it finally delivered a reinforcer was uncertain
for two reasons-first, because of the proba-
bilistic nature of the schedule itself, and sec-
ond, because choices of the certain reinforcer
were often intermixed with choices of the prob-
abilistic alternative. That is, if one choice of
the probabilistic alternative ended without re-
inforcement, a subject might choose the certain
alternative rather than the probabilistic alter-
native on the next trial. In fact, in Mazur's
(1989, 1991) experiments, some trials were
forced trials in which the subject had to choose
the certain alternative. In other words, many
different possible sequences of events might
follow a nonreinforced choice of the probabi-
listic alternative.
The present experiment used a procedure

that was intended to reduce this complexity.
If the first choice of the probabilistic alterna-
tive was not reinforced, the subject was then
forced to choose the probabilistic alternative
again and again until it finally delivered a
reinforcer. The probabilistic alternative can
therefore be considered a chained schedule in
which the subject had to complete one or more
links before a reinforcer was presented. Each
link of the probabilistic alternative began with
the illumination of a green keylight (the color
always associated with the probabilistic alter-
native), followed by a response on the green
key, a 4-s delay (during which the green house-
lights were lit), and then possible reinforce-
ment. To avoid confusion, one trial of the prob-
abilistic alternative will refer to a complete
sequence of one or more such links that even-
tually ended with reinforcement. In some con-
ditions, if the link did not end in reinforcement,
the green key was immediately reilluminated
to start the next link; in other conditions, an
interlink interval (ILI) separated successive
links of the probabilistic schedule. To test the
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predictions of Equation 2, in some conditions
a white houselight was present during the ILIs,
whereas in other conditions a green houselight
(the stimulus associated with the probabilistic
alternative) was present. If Mazur's (1991)
analysis is correct, preference for the proba-
bilistic alternative should decrease with the
green houselights, because the increased du-
ration of these houselights should increase Di
in Equation 2.
To examine the hypothesis that the vari-

ability of the probabilistic alternative affects
preference for this alternative, the number of
links required for reinforcement was constant
in some conditions and variable in others. That
is, in fixed conditions, the probabilistic alter-
native always delivered a reinforcer after ex-
actly four links (presumably making the prob-
abilistic alternative similar to a fixed delay
before reinforcement). In variable conditions,
the probabilistic reinforcer was delivered after
an unpredictable number that only averaged
four links (presumably making the probabi-
listic alternative similar to a variable delay
before reinforcement). Because no reinforcer
was ever delivered after only one, two, or three
links in the fixed conditions, Equation 2 pre-
dicts that preference for the probabilistic al-
ternative should be substantially lower than in
the variable conditions. The predictions of
Equation 2 were further tested by using two
different distributions to schedule the proba-
bilistic reinforcers in variable conditions.

METHOD
Subjects

Four White Carneau pigeons were main-
tained at about 80% of their free-feeding
weights. All had previous experience with a
variety of experimental procedures.

Apparatus
The experimental chamber was 30 cm long,

30 cm wide, and 33 cm high. Three response
keys, each 1.8 cm in diameter, were mounted
in the front wall of the chamber, 20.5 cm above
the floor. A force of approximately 0.1 N was
required to operate each key, and each effective
response produced a feedback click. Each key
could be transilluminated with lights of dif-
ferent colors. A hopper below the center key
provided controlled access to mixed grain, and

when grain was available, the hopper was il-
luminated with a 2-W white light. Eight 2-W
lights (two white, two red, two green, and two
blue) were mounted above the wire-mesh ceil-
ing of the chamber. The chamber was enclosed
in a sound-attenuating box containing a ven-
tilation fan. All stimuli were controlled and
responses recorded by an IBM-compatible
personal computer using the Medstates pro-
gramming language.

Procedure
The experiment consisted of 14 conditions,

each of which remained in effect for 14 or more
sessions. Each session included several choice
trials, on which the subject chose between the
left key, which was transilluminated with green
light, and the right key, which was transillu-
minated with red light. The green key will be
called the standard key, because the schedule
of reinforcement on this key remained constant
throughout a condition. The red key will be
called the adjusting key, because it included a
delay to reinforcement that was systematically
increased and decreased throughout each con-
dition, as described below. This procedure was
used to estimate an indifference point-a du-
ration of the adjusting delay at which the two
alternatives, standard and adjusting, were cho-
sen about equally often. Each session also in-
cluded several forced trials, on which only one
side key, red or green, was illuminated, and
pecks on the dark key had no effect.
To explain the details of the different con-

ditions, the procedure for one type of condi-
tion-the fixed condition with no ILI-is de-
scribed first. This description is followed by
briefer explanations of the changes in this pro-
cedure that were implemented in the other
conditions. Table 1 summarizes the schedules
in effect in each of the 14 conditions.

Fixed conditions with no ILI (Conditions 1,
4, and 8). Each session lasted for 56 trials or
for 60 min, whichever came first. Each block
of four consecutive trials consisted of two forced
trials followed by two choice trials. Each trial
was preceded by an ITI, during which only
the white houselights were lit. After the ITI,
the center key was illuminated with white light
to start a trial. A single peck on the center key
was required to begin the choice period. The
purpose of this center peck was to make it more
likely that the subject's head was equidistant
from the two side keys when the choice period



DELAYED AND PROBABILISTIC REINFORCERS

Table 1

Order of conditions and mean adjusting delays for each subject. All durations are in seconds.
ILI = interlink interval, and ILI color is the houselight color during the ILI.

Distribution ILI ILI Mean adjusting delay
Condition of links duration color Bird 1 Bird 2 Bird 3 Bird 4

1 Fixed none 22.31 22.12 24.05 17.38
2 Exponential none 9.50 8.72 13.50 8.81
3 Exponential 4 s White 8.40 6.43 14.83 11.22
4 Fixed none 27.03 26.67 31.19 16.74
5 Fixed 4 s White 22.75 27.43 44.54 26.93
6 Fixed 4 s Green 28.01 39.57 44.80 29.24
7 Fixed 4 s White 22.31 35.26 43.59 27.36
8 Fixed none 21.67 27.52 33.74 16.83
9 Rectangular none 18.07 16.81 32.48 14.22

10 Exponential none 8.07 10.10 11.19 7.81
11 Fixed 8 s White 15.61 26.20 38.58 32.11
12 Fixed 8 s Green 29.29 38.93 57.52 34.51
13 Fixed 8 s White 30.71 29.73 43.51 34.31
14 One 16-s link none 18.86 17.10 24.19 19.38

began. On choice trials, a peck on the center
key darkened this key and illuminated both
the left (green) key and the right (red) key.

Figure 1 illustrates the consequences of
choosing either the green or the red key. One
peck on the green key constituted a choice of
the standard alternative, which in the fixed
conditions always consisted of exactly four
links, each beginning with a peck on the green
key. The first link began with the choice re-
sponse on the green key, which darkened both
side keys and caused the houselight color to
change from white to green for 4 s. At the end
of this 4-s delay, the houselight color changed
back to white, and the green key was again
illuminated. A peck on the green key began
the second link, which was the same as the
first-a 4-s delay during which the green
houselights were lit. The same sequence was
followed for the remaining links. Thus each

G GREEN HL GREEN HL GREEN HL GREEN HL FOODG G _ G

link consisted of a peck on the green key fol-
lowed by a 4-s delay with green houselights.
In the fourth link, the 4-s delay was followed
by 3 s of access to food, during which all lights
were off except the white lights illuminating
the grain. After this reinforcement period, a
20-s ITI began, during which the white house-
lights were lit. Then the white center key was
lit to start the next trial.

If the red key was pecked during the choice
period, both keylights were extinguished and
the adjusting delay began, during which the
red houselights were lit. (The procedure for
determining the duration of the adjusting delay
is described below.) Following the adjusting
delay, the red houselights were extinguished,
and food was presented for 3 s, followed by
an ITI during which the white houselights
were on. The total time from a choice response
until the end of the ITI will be called the trial

ITI, WHITE HL
20 SECONDS

NEXT
TRIAL

AD~~JUSTING DELAY, RED HL |FOOD LITI, WHITE HL _>
\J ~~~~XSECONDS |3 SEC.|36-X SECONDS

Fig. 1. For conditions with a fixed number of green-key links and no ILI, the consequences of choosing either the
green key or the red key are shown. Each circle represents a lighted green (G) or red (R) response key, and one peck
on the key was required to proceed with the sequence. (HL = houselight.)
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Fig. 2. The proportions of reinforcers delivered after
different numbers of green-key links are shown for the
exponential and rectangular distributions used in this ex-

periment. The dotted line shows the proportions for an

exact exponential distribution in which the conditional
probability of reinforcement for each link was .25.

duration. On each adjusting trial, the duration
of the ITI was set so that the trial duration
was 39 s. This procedure was followed in order
to keep the trial durations approximately the
same on standard and adjusting trials. The
trial duration on standard trials was slightly
longer-39 s plus the time a subject needed to
peck the green key during the second, third,
and fourth links.
The procedure on forced trials was the same

as on choice trials, except that only one side
key was lit, red or green, and a peck on the
lit key led to the appropriate schedule. A peck
on the opposite (dark) key had no effect. Of
every two forced trials, one involved the red
key and the other the green key. The order of
the red and green forced trials varied ran-

domly.
At the start of every condition, the duration

of the adjusting delay was set at 0 s. After
every two choice trials, the delay for the ad-
justing key was increased by 1 s if the adjusting
key was chosen on both choice trials, decreased
by 1 s if the standard key was chosen on both
choice trials, and remained unchanged if each
was chosen once. In all three cases, this ad-
justing delay remained in effect for the next
block of four trials. At the start of the second
and all subsequent sessions of a condition, the
adjusting delay was determined by the above
rules as if it were a continuation of the pre-
ceding session.

Variable conditions with no ILI (Conditions
2, 9, and 10). The procedure in these condi-

tions was the same as in the fixed conditions,
except that the number of links for the stan-
dard alternative varied from trial to trial. In
Conditions 2 and 10, the average number of
links per trial was four, but the actual number
of links varied from one to eight, based on a
pseudorandom schedule that was designed to
approximate an exponential distribution. In
Figure 2, the filled circles show that the prob-
ability of having only one link before rein-
forcement was .24, the probability of having
exactly two links was .20, and so on. The
dotted line in Figure 2 shows the probabilities
for a perfect exponential distribution in which
the conditional probability of reinforcement
for each successive link is .25. To limit the
number of possible links to eight, the actual
schedule departed slightly from this ideal func-
tion, but it was designed to approximate a
situation in which each link of the green key
had a roughly equal conditional probability of
reinforcement; it will be called the exponential
schedule.
The open circles in Figure 2 show the rect-

angular distribution of links that was used in
Condition 9. In this condition, the number of
required links varied from two to six, each
occurring with a probability of .20. As with
the fixed and exponential schedules, the av-
erage number of links before reinforcement
with the rectangular schedule was four. This
condition was included to determine whether
subjects' choices would be sensitive not only to
variability per se but to the shape of the vari-
able distribution.

In all the variable conditions, the ITI after
standard trials was 20 s, regardless of the num-
ber of links. This meant that trial durations
varied with the number of links. However, as
in the fixed conditions described above, the
average trial duration on standard trials re-
mained just slightly longer than the 39-s trial
durations on adjusting trials, again due to the
time needed to peck the green key at the start
of each link.

Fixed conditions with white ILIs (Conditions
5, 7, 11, and 13). These conditions were similar
to the fixed conditions without ILIs, except
that after every link without reinforcement (i.e.,
the first three links), the 4-s delay with green
houselights was followed by an ILI during
which the white houselights were lit. The du-
ration of each ILI was 4 s in Conditions 5 and
7 and 8 s in Conditions 1 1 and 13. At the end

* EXPONENTAL APPROXIMATION

o RECTANGULAR

\'' ''- ..I.I
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of each ILI, the green key was lit to begin the
next link. The purpose of these conditions was
to examine how and if preference for the stan-
dard key would change when there was more
time between links, time during which the
green houselights associated with the standard
alternative were not present.
The presence of three 4-s ILls added 12 s

to the total duration of each standard trial, and
the presence of three 8-s ILls added 24 s to
each standard trial. To compensate for these
increased trial durations, the durations of ad-
justing trials were changed from 39 s to 51 s
in conditions with 4-s ILIs and to 63 s in
conditions with 8-s ILLs. In addition, because
of the longer trial durations, sessions ended
after a maximum of 48 trials in all conditions
with 8-s ILls.

Fixed conditions with green ILIs (Conditions
6 and 12). These conditions were identical in
every way to the conditions with white ILls,
except that the green houselights were lit dur-
ing the ILls. ILI duration was 4 s in Condition
6 and 8 s in Condition 12. It may seem in-
appropriate to state that these conditions had
ILls at all, because there was no change in
stimuli between the 4-s "delay" and the 4-s or
8-s "ILI" that followed. For instance, with the
8-s ILls of Condition 12, the four pecks on
the green key were followed by green house-
lights that lasted for 12 s, 12 s, 12 s, and 4 s,
respectively. However, we have referred to
these as conditions with green ILls to empha-
size their similarity to the conditions with white
ILls. The purpose of these conditions was, of
course, to determine whether changing the color
of the ILI stimulus would affect preference for
the standard alternative.

Variable condition with 4-s white ILIs (Con-
dition 3). This condition was similar to the
fixed conditions with 4-s white ILIs, except
that the number of links before reinforcement
varied according to the exponential distribu-
tion represented by the filled circles in Fig-
ure 2.

Condition with a single, fixed delay (Condi-
tion 14). In this condition, a choice of the stan-
dard alternative led to a single delay of 16 s
(with green houselights present), followed by
a 3-s reinforcer. The purpose of this condition
was to measure any possible bias for or against
the adjusting key (see Mazur, 1984, 1986). If
there were no key bias, the mean adjusting
delay should approximately equal the stan-

dard delay of 16 s. ITIs were 20 s after stan-
dard trials, and as in all other conditions, ITIs
after adjusting trials were chosen to equate
trial durations for the two alternatives.

Criteria for terminating conditions. Condi-
tions 6 through 10 lasted for a minimum of
14 sessions, and all other conditions lasted for
a minimum of 20 sessions. After the minimum
number of sessions, a condition was terminated
for each subject individually when several sta-
bility criteria were met. To assess stability,
each session was divided into two 28-trial blocks
(two 24-trial blocks for conditions with only
48 trials), and for each block the mean delay
on the adjusting key was calculated. The re-
sults from the first two sessions of a condition
were not used, and the condition was termi-
nated when the following three criteria were
met, using the data from all subsequent ses-
sions: (a) Neither the highest nor the lowest
single-block mean of a phase could occur in
the last six blocks of a condition. (b) The mean
adjusting delay across the last six blocks could
not be the highest or the lowest six-block mean
of the condition. (c) The mean delay of the last
six blocks could not differ from the mean of
the preceding six blocks by more than 10% or
by more than 1 s (whichever was larger).

RESULTS
The right side of Table 1 shows the mean

adjusting delays for each subject in each con-
dition. These mean adjusting delays will be
referred to as the indifference points. These
means, and all other analyses, were based on
data from the six half-session blocks that sat-
isfied the stability criteria.

Condition 14 tested subjects for any possible
bias for the adjusting key. In this condition,
choice of the standard key led to reinforcement
after one 16-s delay. If there was no bias, the
mean adjusting delay would also be approxi-
mately 16 s. However, the indifference points
were greater than 16 s for all 4 subjects, and
the group mean was 19.9 s, indicating some
bias for the adjusting key. This bias should be
taken into account when interpreting the re-
sults from other conditions.

Figure 3 shows the indifference points from
the conditions with no ILls. These results are
from three conditions with a fixed distribution
of links, two with an exponential distribution,
and one with a rectangular distribution. For
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Fig. 4. The mean adjusting delays for each subject
and for the group are shown for fixed conditions with and
without ILls.

Fig. 3. The mean adjusting delays for each subject
and for the group are shown for conditions with three
different distributions of links and no ILls.

the fixed and exponential distributions, the re-

sults are averaged across replications. Figure
3 shows that the indifference points were gen-
erally longest with the fixed distribution,
shorter with the rectangular distribution, and
shortest with the exponential distribution. The
only exception was for Subject 3 in the rect-
angular condition. A one-way repeated-mea-
sures analysis of variance conducted on the
results shown in Figure 3 found a statistically
significant effect of the type of distribution,
F(2, 6) = 16.72, p < .01. These results are
consistent with Equation 2, which predicts that
the fixed distribution of links should be least
preferred (thus having the longest indifference
points), and the exponential distribution should
be most preferred. To derive more specific pre-
dictions from Equation 2, K was set equal to
1, and a response latency of 1.5 s was included
for each peck on the green key at the start of

a link (a value roughly equal to the mean

latencies in these conditions, as presented be-
low). With these values, Equation 2 predicted
indifference points of 20.5 s, 17.4 s, and 10.0
s for the fixed, rectangular, and exponential
conditions, respectively. The group means from
these three conditions, 24.0 s, 20.4 s, and 9.7
s, respectively, were quite consistent with the
pattern predicted by Equation 2. The general
bias toward the adjusting key might explain
why the group means were slightly longer than
predicted in two of the three cases.

Figure 4 compares the results from fixed
conditions with no ILls to those of the fixed
conditions with ILls of 4 s and 8 s. Each ILI
duration was tested with both white and green
houselights, in separate conditions. Because
there were always three ILls before each stan-
dard reinforcer, the 4-s ILIs added a total of
12 s to the time between a choice response and
reinforcement, and the 8-s ILls added a total
of 24 s. Therefore, if the subjects responded
on the basis of the total time to reinforcement,
the indifference points should have increased
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0
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by 12 s with the 4-s ILls and by 24 s with the
8-s ILIs. Figure 4 shows that the indifference
points generally increased in conditions with
ILIs, but in most cases the increases were not
as large as the 12-s or 24-s increases in the
standard alternative. A one-way repeated-
measures analysis of variance conducted on the
results shown in Figure 4 found a statistically
significant effect of condition, F(4, 12) = 7.67,
p < .01. Planned comparisons showed that the
indifference points with no ILI were signifi-
cantly shorter than with either duration of
green ILI: compared to the 4-s green ILI, F(1,
12) = 28.12, p < .001, and compared to the
8-s green ILI, F(1, 12) = 30.92, p < .001.
Similarly, the indifference points with no ILI
were significantly shorter than with either du-
ration of white ILI: compared to the 4-s white
ILI, F(1, 12) = 5.73, p < .05, and compared
to the 8-s white ILI, F(1, 12) = 14.18, p <
.01.

Despite these statistically significant results,
it is clear from Figure 4 that the white ILls
had different effects on different subjects. Sub-
jects 1 and 2 showed little or no increases in
indifference points when the white ILIs were
added, whereas Subjects 3 and 4 showed sub-
stantial increases in these conditions. With the
8-s white ILIs, the largest increase for any
individual subject (16.2 s for Bird 4) was still
less than the 24-s increase in time to reinforce-
ment that the ILIs added to the standard al-
ternative. With the green ILls, the indifference
points increased for all subjects, and these in-
creases were larger in every case than with the
white ILls of the same duration. With 4-s
green ILIs, the mean indifference point was
11.4 s longer than with no ILI, nearly equaling
the 12-s increase in time to reinforcement for
the standard alternative. However, with 8-s
green ILls, the mean indifference point was
only 16.0 s longer than with no ILI, whereas
the ILls added 24 s to the standard alternative
in this condition.

Condition 3 added 4-s white ILIs to the
exponential schedule. In this case, the ILls
produced little or no increases in the indiffer-
ence points-the mean indifference point was
10.2 s, compared to a mean of 9.7 s with the
exponential schedule and no ILls. This result
is consistent with Mazur's (1989) finding that
with probabilistic reinforcers, the time be-
tween trials had no effect on indifference points
if white houselights were present (rather than
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Fig. 5. Mean response latencies for each successive

green-key link are shown for each subject and for the
group, from the fixed conditions with no ILI or with white
ILls.

a color associated with the probabilistic rein-
forcer).
To determine how the different schedules

on the standard key affected the subjects' rates
of responding, key-peck latency-the time be-
tween the onset of the green keylight and an
effective peck on that key-was recorded for
each successive link before reinforcement. Fig-
ure 5 shows the mean key-peck latencies for
each subject and each link in fixed conditions
with no ILls or with white ILls. If these la-
tencies were related to the time before rein-
forcement, they should have decreased across
successive links, because with the fixed sched-
ules there were always exactly four links be-
fore reinforcement; thus, each link brought the
subject closer to reinforcement by a specific
amount. Figure 5 shows that with only one
major exception (Bird 2 in the no-ILI condi-
tions), green-key response latencies did indeed
decrease across the four links. Response laten-
cies are not shown for the fixed conditions with
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green-key link are shown for each subject and for the
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gular distributions of links.

green ILIs, but these latencies also decreased
across links in patterns similar to those in Fig-
ure 5.

Figure 6 shows the mean green-key re-

sponse latencies for the conditions with ex-

ponential and rectangular distributions of links.
In these conditions, the exact number of links
before reinforcement was unpredictable, rang-
ing from one to eight with the exponential
distribution and from two to six with the rect-
angular distribution. Subjects' response laten-
cies reflected this unpredictability. The pat-
terns in Figure 6 differ among subjects, but in
general the functions are much flatter than in
Figure 5, with little or no decrease in latencies
across successive links. In several cases, most
noticeably for Subject 2, latencies were shortest
for the first green-key link. These shorter la-
tencies might have occurred because in the first
link, the green key was illuminated immedi-
ately after a peck on the center key, so the
subject's head was not far from the green key.
No peck on the center key was required to
start the second or subsequent links, so the
subject could be in any part of the chamber
(and be facing in any direction) when the green
key was illuminated. It should be noted, how-
ever, that a center key peck also preceded the
first link in the fixed conditions, and the long
first-link latencies in Figure 5 indicate that a

required peck on the center key did not, in all

conditions, lead to a prompt response on the
green key. A comparison of Figures 5 and 6
suggests that latencies were relatively short if
there was some probability that the current
link might end in reinforcement and were rel-
atively long if several links without reinforce-
ment were certain to occur before reinforce-
ment.

DISCUSSION
The results of this experiment are consistent

with the theory of Rachlin et al. (1986) that
probabilistic reinforcers can be viewed as de-
layed reinforcers, and more specifically with
the position of Mazur (1991) that probabilistic
reinforcers are analogous to reinforcers deliv-
ered after variable delays. The conditions with
an exponential distribution of links before re-
inforcement were the most similar to a true
probabilistic schedule, in which each response
has an equal probability of delivering a rein-
forcer. Consistent with previous experiments
with probabilistic reinforcers (Mazur, 1989,
1991), the indifference points in these condi-
tions were substantially shorter than predicted
by Equation 1, which, in effect, treats prob-
abilistic reinforcers as if they were delivered
after fixed delays. Assuming an average re-
sponse latency of 1.5 s, Equation 1 predicts an
indifference point of 20.5 s, compared to the
mean obtained indifference point of 9.7 s.
Equation 2, which takes the variability of this
schedule into account, predicts an indifference
point of 10.0 s.
The conditions with exactly four links be-

fore reinforcement were much more like a sin-
gle fixed delay; as predicted by Equation 2,
indifference points were much longer in these
conditions. This difference between the fixed
and exponential conditions is completely con-
sistent with the prediction of Equation 2 that
not only the proportion of reinforced links, but
their distribution, must be taken into account.
Equation 1 takes the proportion into account
in the value of p, but it does not take into
account the distribution of reinforced links.
The results from the condition with a rect-
angular distribution provide more evidence in
support of Equation 2. Although the number
of links before reinforcement was variable in
this condition, just as the number was variable
in the exponential conditions, the indifference
points (averaging 20.4 s) were much longer
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than in the exponential condition. These re-
sults show that it was not variability per se
that led to the very short indifference points
in the exponential conditions-the nature of
the variability must be taken into account. Be-
cause Equation 2 does take the distribution of
reinforced links into account, it correctly pre-
dicted that indifference points in the rectan-
gular condition should be only slightly shorter
than in the fixed conditions. Overall, then, the
results from the conditions with different types
of distributions were consistent with the hy-
pothesis, as expressed in Equation 2, that the
distribution of reinforcers over trials deter-
mines the value of a reinforcer that is delivered
on a percentage basis.

Based on a study involving rats in a closed
economy, Hastjarjo and Silberberg (1992)
challenged the view that probabilistic rein-
forcers are analogous to delayed reinforcers.
They reported that preference for a delayed
reinforcer increased when the total amount of
food per session was reduced, whereas in an
earlier study (Hastjarjo, Silberberg, & Hursh,
1990), a reduction in the amount of food led
to a decreased preference for a probabilistic
reinforcer. Hastjarjo and Silberberg suggested
that, taken together, these two studies showed
that delayed and probabilistic reinforcers can
have different effects on choice. Comparing
results from two separate studies is risky, how-
ever, and there were many procedural differ-
ences between the two studies. In addition, the
study by Hastjarjo et al. (1990) actually in-
cluded two experiments, and preference for the
probabilistic reinforcer increased in one and
decreased in the other as food was reduced. It
therefore seems difficult to draw any firm con-
clusions from these studies.

Another issue addressed by this experiment
concerned how the addition of ILIs, and the
color of the houselights during the ILls, would
affect the indifference points. Mazur (1989,
1991) concluded that any stimuli associated
with a probabilistic alternative (i.e., the green
keylight and green houselights in the present
experiment) become conditioned reinforcers,
and that only such stimuli contribute to D- in
Equation 2. The idea that the strength of a
conditioned reinforcer is inversely related to
the delay before primary reinforcement has
many precedents (e.g., Fantino, 1969, 1977;
Shull & Spear, 1987; Vaughan, 1985). It fol-
lows from Mazur's analysis that the green and

white houselights presented during the ILIs
should have completely different effects: With
the green houselights, ILI time should be in-
cluded in Di, but with white houselights, it
should not. In other words, the presence of
green ILIs should have caused equally long
increases in the adjusting delays, whereas the
presence of white houselights should have pro-
duced no changes in the indifference points.
These predictions were only partially sup-
ported. The green ILls did produce longer
indifference points. With three 4-s green ILIs,
the mean indifference point increased by 11 s,
close to the predicted increase of 12 s. How-
ever, with three 8-s ILls, the mean indifference
point increased by 16 s, not the 24 s predicted
by Equation 2. In both cases these increases
were statistically significant, but there was
considerable variability across subjects. Over-
all, however, the increases in the indifference
points were not quite as large as predicted by
Equation 2. One possible explanation of this
finding is that subjects may have developed a
conditional discrimination in which the later
portions of the green houselights were discrim-
inated from the earlier portions. Although a
4-s green houselight was sometimes followed
by food, no green houselight lasting longer
than 4 s was ever followed by food. The for-
mation of such a conditional discrimination
could explain why the longer green ILIs did
not have as much effect on the indifference
points as predicted by Equation 2 (cf. Dunn,
Williams, & Royalty, 1987; Mazur, 1991).

Contrary to the predictions of Equation 2,
the inclusion of white ILls did have an effect
on the indifference points, at least for Subjects
3 and 4 (and the overall effects of the white
ILIs were also statistically significant). These
increases in the indifference points with white
ILIs (for some subjects) are interesting not
only because they violate the above interpre-
tation of Equation 2, but also because they are
different from previous results. Mazur (1989,
1991) found no evidence that the time between
trials had any effect on pigeons' choices if white
houselights were present. At least two aspects
of the present procedure may have contributed
to the different results. First, after one choice
of the green key, subjects received repeated
forced choices of the green key (the successive
links of the standard schedule) until a rein-
forcer was delivered. It may be that this pro-
cedure increased the likelihood that subjects
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would respond to the white houselights as if
they were additional links in the long chain
between the initial choice response and rein-
forcement. Other studies with chained sched-
ules have found that preference decreases as
the number or duration of links increases
(Duncan & Fantino, 1972; Leung & Winton,
1986, 1988). Another difference from the pre-
vious studies is that in those conditions in which
white ILls made a difference, the reinforcer
was always delivered after the fourth link in-
stead of on a variable basis. (In Condition 3,
in which 4-s white ILls were added to the
exponential schedule, they had no effect on the
indifference points.)
Without additional research, we can offer

only speculation, not explanation, of why the
white ILIs produced longer indifference points
for some subjects. It is possible that these sub-
jects learned to discriminate between the 4-s
white houselights that occurred between green
links and the much longer periods of white
houselights that occurred between trials. The
latter would presumably not serve as condi-
tioned reinforcers because they were associated
with the absence of reinforcement. The 4-s
white houselights might have served as weak
conditioned reinforcers because they were al-
ways eventually followed by the probabilistic
reinforcer. Of course, the presence of individ-
ual differences poses a problem for attempts
to use Equation 2 to predict the effects of the
time between trials (or between links), but any
other model of probabilistic reinforcement
would have to confront this same problem.

Regardless of why these individual differ-
ences occurred, it is noteworthy that for all
subjects, the white ILls had smaller effects
than the green ILls. In other words, even
though the total time to reinforcement was the
same in both cases, all subjects showed a greater
preference for the standard alternative when
the houselights were white than when they
were green. This finding suggests that one way
to increase a pigeon's preference for a long
delay before reinforcement is to present a stim-
ulus not normally associated with the rein-
forcer during parts of the delay. Further re-
search might determine exactly how such
stimuli can be presented so as to maximize
preference for a long reinforcer delay. Addi-
tional research might also determine whether
similar effects can be observed with humans,
whose responses seem to be more sensitive to

the time between trials (e.g., Rachlin et al.,
1986) than do those of pigeons.
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